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CHAPTER 3

Measurement of Cost Behavior

3-A1
(25-30 min.)

1.
Support costs based on 75% of the cost of materials:



Sign A
Sign B
Direct materials cost
$300
$800
Support cost (75% of materials cost)
$225
$600

Support costs based on $70 per power tool operation:



Sign A
Sign B
Power tool operations
10
2
Support cost
$700
$140
2.
If the activity analysis is reliable, by using the current method, Dogwood Signs is predicting too much cost for signs that use few power tool operations and is predicting too little cost for signs that use many power tool operations.  As a result the company could be losing jobs that require few power tool operations because its bids are too high -- it could afford to bid less on these jobs.  Conversely, the company could be getting too many jobs that require many power tool operations, because its bids are too low -- given what the "true" costs will be, the company cannot afford these jobs at those prices.  Either way, the sign business could be more profitable if the owner better understood and used activity analysis.  Dogwood Signs would be advised to adopt the activity-analysis recommendation, but also to closely monitor costs to see if the activity-analysis predictions of support costs are accurate.

3-A2
(25-30 min.)

1.
High-Low Method:


Support Cost
Machine Hours

High month = May
$22,000
1,700
Low month = September
    18,000
   1,300
Difference
$  4,000
   400
Variable cost per machine hour =  Change in cost ÷ Change in cost driver

= $4,000 ÷ 400 = $10.00

Fixed support cost per month = Total support cost - Variable support cost

At the high point:
= $22,000 - $10.00 × 1,700


= $22,000 - $17,000

= $  5,000
or at the low point:
= $  18,000 - $10.00 × 1,300

= $  18,000 - $13,000

= $  5,000
2.
The high-low method uses the high and low activity levels to determine the cost function. Since the new October data for machine hours does not change either the high or low level there would be no change in the analysis. 
3.
The regression analysis results differ from the results of the high-low method.  As a result, estimates of total support cost may differ considerably depending on the expected machine hour usage.  For example, consider the following support cost estimates at three levels of machine hour usage (all within the relevant range):


Machine Hour Usage

1,400 Hours
1,500 Hours
1,600 Hours

High-Low:


Fixed
$5,000
$ 5,000
$ 5,000

Variable:
$10.00 × 1,400
14,000



$10.00 × 1,500

 15,000



$10.00 × 1,600
           
             
    16,000

Total
$19,000
$20,000
$21,000

Regression:


Fixed
$4,050
$ 4,050
$ 4,050

Variable:
$10.50 × 1,400
14,700



$10.50 × 1,500

  15,750



$10.50 × 1,600
           
             
    16,800

Total
$18,750
$ 19,800
$20,850

Because the high-low method has a lower variable cost estimate and a higher fixed cost estimate than the regression-based predictions, the estimates of total support cost differ depending on the expected machine hour usage.  The high-low method used only two data points, so the results may not be reliable.  Molly would be advised to use the regression results, which are based on all relevant data. 

3-B1
(25-30 min.)
Board Z15
Board Q52
Mark-up method:

Material cost
$46
$65
Support costs (100%)
$46
$65
Activity analysis method:

Manual operations
19
8
Support costs (@$6)    
$114
$48
The support costs are different because different cost behavior is assumed by the two methods.  If the activity analyses are reliable, then boards with few manual operations are overcosted with the markup method, and boards with many manual operations are undercosted with the markup method.

3-B2
(25-30 min.)

Variable cost per machine hour 
= Change in Repair Cost ÷ Change in Machine Hours
 


= (P272,000,000 – P202,000,000) ÷ (11,900 – 7,900)  


= P17,500 per machine hour

Fixed cost per month
= total cost - variable cost


= P272,000,000 – P17,500 × 11,900

= P272,000,000 – P208,250,000


= P 63,750,000 per month

or
= P202,000,000 – P17,500 × 7,900

= P202,000,000 – P138,250,000


= P 63,750,000 per month

3-1
A cost driver is any output measure that is believed to cause costs to fluctuate in a predictable manner.  For example, direct labor costs are probably driven by direct labor hours; materials costs are probably driven by levels of product output; and support costs may be driven by a variety of drivers, such as output levels, product complexity, number of different products and/or parts, and so on.

3-2
Linear cost behavior assumes that costs behave as a straight line.  This line is anchored by an intercept, or fixed cost estimate, and total costs increase proportion​ately as cost driver activity increases.  The slope of the line is the estimate of variable cost per unit of cost driver activity.
3-3
Whether to categorize a step cost either as a fixed cost or as a variable cost depends on the "size" of the steps (height and width) and on the desired accuracy of the description of step cost behavior.  If the steps are wide, covering a wide range of cost driver activity, then within each range the cost may be regarded as fixed.  If the steps are narrow and not too high, with small changes in cost, then the cost may be regarded as variable over a wide range of activity level, with little error.  If the steps are narrow and high, covering big changes in cost, then the cost probably should not be regarded as variable, since small changes in activity level can result in large changes in cost.

3-4
Mixed costs are costs that contain both fixed and variable elements.  A mixed cost has a fixed portion that is usually a cost per time period.  This is the minimum mixed cost per period.  A mixed cost also has a variable portion that is a cost per unit of cost driver activity.  The variable portion of a mixed cost increases proportionately with increases in the cost driver.

3-5
In order to achieve the goals set for the organization, management makes critical choices -- choices that guide the future activities of the organization.  These choices include decisions about locations, products, services, organization structure, and so on.  Choices about product or service attributes (mix, quality, features, performance, etc.), capacity (committed and discretionary fixed costs), technology (capital/labor considerations, alternative technologies), and incentives (standard-based performance evaluation) can greatly affect cost behavior. 

3-6
Some fixed costs are called capacity costs because the levels of these fixed costs are determined by management's strategic decisions about the organization's expected levels of activities, or capacity.

3-7
Committed fixed costs are costs that are often driven by the planned scale of operations.  These costs typically cannot be changed easily or quickly without drastically changing the operations of the organization.  Typical committed fixed costs include lease or mortgage payments, property taxes, and long-term management compensation.  Discretionary fixed costs are costs that may be necessary to achieve certain operational goals, but there are no contractual obligations to continue these payments.  Typical discretionary fixed costs include advertising, research and development, and employee training programs.  The distinction between committed and discretionary fixed costs is that discretionary fixed costs are flexible and could be increased, decreased, or eliminated entirely on short notice if necessary, but committed fixed costs usually must be incurred for some time -- greater effort is needed to change or eliminate them.

3-8
Committed fixed costs are the most difficult to change because long-term commitments generally have been made.  These long-term commitments may involve legal contracts that would be costly to renegotiate or dissolve.  Committed fixed costs also are difficult to change because doing so may mean greatly changing the way the organization conducts its activities.  Changing these committed fixed costs may also mean changing organization structure, location, employment levels, and products or services.

3-9
An organization’s capacity generally determines its committed fixed costs.  Management’s choice is the main influence on discretionary fixed costs.  Both committed and discretionary fixed costs depend on the organization's strategy relating to capacity, product attributes, and technology.  These elements will determine long-term cost commitments (committed costs) and flexible spending responses to changes in the environment (discretionary costs).

3-10
Both planning for and controlling discretionary costs are important.  It is hard to say that one is more important than the other, but certainly effective use of discretionary costs requires prior planning.  One would not know, however, if these costs had been effective in meeting goals unless the organization has a reliable and timely control system -- a means of checking accomplishments against goals.
3-11
High technology production systems often mean higher fixed costs and lower variable costs.
3-12
Incentives to control costs are means of making cost control in the best interests of the people responsible for making cost expenditures.  A simple example will illustrate the use of incentives to control costs.  Assume that you are an executive who travels for business, purchases professional literature, and keeps current with personal computer technology.  Under one incentive system, you simply bill the organization for all your travel and professional expenses.  Under another system, you are given an annual budget for travel and professional needs.  Which system do you think would cause you to be more careful about how you spend money for travel and professional needs?  Most likely, the latter system would be more effective in controlling costs. Usually these incentives are economic, but other non-financial incentives may also be effective.

3-13
Use of cost functions, or algebraic representations of cost behavior, allows cost analysts or management to build models of the organization's cost behavior.  These models can be used to aid planning and control activities.  One common use of cost functions is in financial planning models, which are algebraic models of the cost and revenue behavior of the firm, essentially extended C-V-P models similar to those discussed in Chapter 2.  Understanding relationships between costs and cost drivers allows managers to make better decisions.
3-14
A "plausible" cost function is one that is intuitively sound.  A cost function is plausible if a knowledgeable analyst can make sound economic justifications why a particular cost driver could cause the cost in question.  A "reliable" cost function is one that accurately and consistently describes actual cost behavior, past and future.  Both plausibility and reliability are essential to useful cost functions.  It is difficult to say that one is more important than the other, but one would not have much confidence in the future use of a cost function that is not plausible, even if past reliability (e.g., based on statistical measures) has been high.  Likewise, one would not be confident using a cost function that is highly plausible, but that has not been shown to be reliable.  The cost analyst should strive for plausible and reliable cost functions.

3-15
Activity analysis identifies underlying causes of cost behavior (appropriate cost drivers) and measures the relationships of costs to their cost drivers.  A variety of methods may be used to measure cost functions, including engineering analysis and account analysis.

3-16
Engineering analysis is a method of identifying and measuring cost and cost driver relationships that does not require the use of historical data.  Engineering analysis proceeds by the use of interviews, experimentation, and observation of current cost generating activities.  Engineering analysis will be more reliable if the organization has had past experience with the activities.


Account analysis is a method of identifying and measuring costs and cost driver relationships that depend explicitly on historical cost data.  An analyst selects a single cost driver and classifies each cost account as fixed or variable with respect to that cost driver.  Account analysis will be reliable if the analyst is skilled and if the data are relevant to future uses of the derived cost function.

3-17
There are four general methods covered in this text to measure mixed costs using historical data: (1) account analysis, (2) high-low, (3) visual fit, and (4) regression.  


• Account analysis looks to the organization's cost accounts and classifies each cost as either fixed, variable, or mixed with regard to an appropriate cost driver.


• High-low analysis algebraically measures mixed cost behavior by con​structing a straight line between the cost at the highest activity level and that at the lowest activity level.


• Visual-fit analysis seeks to place a straight line among data points on a plot of each cost and its appropriate cost driver.


• Regression analysis fits a straight line to cost and activity data according to statistical criteria.

3-18
Engineering analysis and account analysis often are combined.  One of the problems of account analysis is that historical data may contain past inefficiencies.  Therefore, account analysis measures what costs were, not necessarily what they should be.  Differences in future costs may be desired and/or anticipated, and account analysis alone usually will not account for these differences.  Engineering analysis may be combined with account analysis to revise account-based measures for desired improvements in efficiency and/or planned changes in inputs or processes.

3-19
The strengths of the high-low method are also its weaknesses -- the method is simple to apply since it does not require extensive data or statistical sophistication.  This simplicity also means that the method may not be reliable because it may not use all the relevant data that are available, and choice of the two points to measure the linear cost relationship is subjective.  The method itself also does not give any measures of reliability.


The visual-fit method is an improvement over the high-low method because it uses all the available (relevant) data.  However, this method, too, may not be reliable since it relies on the analyst's judgment on where to place the line.

3-20   
The cost-driver level should be used to determine the two data points to be used to determine the cost function.  Why?  Because the high- and low-cost points are more likely to have measurement errors, an unusually high cost at the high-cost point and an unusually low cost at the low-cost point.
3-21
Regression analysis is usually preferred to the high-low method (and the visual-fit method) because regression analysis uses all the relevant data and because easy-to-use computer software does the analysis and provides useful measures of cost function reliability.  The major disadvantage of regression analysis is that it requires statistical sophistication to use properly.  Because the software is easy to use, many users of regression analysis may not be able to critically evaluate the output and may be misled to believe that they have developed a reliable cost function when they have not.

3-22
This is a deceptive statement, because it is true on the face of it, but regression also has many pitfalls for the unwary.  Yes, regression software provides useful output that can be used to evaluate the reliability of the measured cost function.  If one understands the assumptions of least-squares regression, this output can be used to critically evaluate the measured function.  However, the regression software cannot evaluate the relevance or accuracy of the data that are used.  Even though regression analysis is statistically objective, irrelevant or inaccurate data used as input will lead to unreliable cost functions, regardless of the strength of the statistical indicators of reliability.

3-23
Plotting data helps to identify outliers, that is, observations that are unusual and may indicate a situation that is not representative of the environment for which cost predictions are being made.  It can also show nonlinear cost behavior that can lead to transformations of the data before applying linear regression methods.
3-24
R2 is a goodness-of-fit statistic that describes the percentage of variation in cost explained by changes in the cost driver.
3-25
Control of costs does require measurement of cost behavior, either what costs have been or what costs should be.  Problems of work rules and the like may make changing cost behavior difficult.  There are tradeoffs, of course, and the instructor should expect that students could get into an impassioned debate over where the balance lies -- union job protection versus improved efficiency.  This debate gets to one of the major roles of accounting in organizations, and it is important that students realize that accounting does matter greatly to individuals, and, ultimately, to society.  

3-26
Both depreciation and research and development costs are fixed costs because they are independent of the volume of operations.  Depreciation is generally a committed fixed cost.  Managers have little discretion over the amount of the cost.  In contrast, research and development costs are discretionary fixed costs because their size is often the result of management’s judgment.

3-27
Decision makers should know a product’s cost function if their decisions affect the amount of product produced.  To know the cost impact of their decisions, decision makers apply the cost function to each possible volume of production.  This is important in many decisions, such as pricing decisions, promotion and advertising decisions, sales staff deployment decisions, and many more decisions that affect the volume of product that the company produces.

3-28
Regression analysis is a statistical method of fitting a cost-function line to observed costs.  It is objective; that is, each cost analyst would come up with the same regression line, whereas different analysts might have different cost functions when using a visual fit method.  In addition, regression analysis provides measures of how well the cost-function line fits the data, so that managers know how much reliance they can put on cost predictions that use the cost function.

3-29   (15 min.)

The analysis is faulty because of the following errors.

1. 
The scales used for both axes are incorrect. The space between equal intervals in number of orders and order-department costs should be the same. 

2. 
The visual-fit line is too high, and the slope is too steep. It appears that the line has been purposely drawn to pass through the (100,450) data point and the $200 point on the y-axis to simplify the analysis. A visual-fit line most often will not pass through any one data point. Choosing one point (any point) or a data point and the Y-intercept makes this similar to the high-low method, ignoring much of the information contained in the rest of the data.

3.  
The total cost for 90 orders is wrong. Either the fixed costs should be expressed in thousands of dollars or the unit variable costs should be $2,000 per order. Even if the derived total cost function was accurate, the resulting cost prediction is incorrect. The formula should be expressed as:
Total cost (thousands of dollars) = $200 + $2.50 × Number of orders processed, or
Total cost = $200,000 + $2,500 × Number of orders processed

This would result in a predicted total cost for 90 orders of:
Total cost (thousands of dollars) = $200 + $2.50 × 90 = $425, or
Total cost = $200,000 + $2,500 × 90 = $425,000.

Correct Analysis
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The following graph has correctly constructed scales. The visual fit line shown indicates that fixed costs are about $200,000 and variable cost is about $2,250 per order – a lower slope than that shown in the text.
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The total cost function is:
Total cost (thousands of dollars) = $200 + $2.25 × Number of orders, or
Total cost = $200,000 + $2,250 × Number of orders

Variable cost (thousands of dollars) ( $180 ÷ 80 orders = $2.25 
The predicted total cost for 90 orders is:
Total cost = $200,000 + $2,250 × 90 = $200,000 + $202,500 = $402,500.

3-30   (15-20 min.)  Amounts are in millions.

1.

    2010
2011
Sales revenues

$74
$154
Less:  Operating income (loss)

   (11)
    61
Operating expenses

$85
$  93
2.
Change in operating expenses ÷ Change in revenues = Variable cost percentage


($93 - $85) ÷ ($154 - $74) = $8 ÷ $80 = .10 or 10%


Fixed cost
= Total cost – Variable cost



=  $85 - .10 × $74 




= $77.6


or



=  $93 - .10 × $154 



= $77.6

Cost function = $77.6 + .10 × Sales revenue

3.  
Because fixed costs do not change, the entire additional total contribution margin is added to operating income.  The $74 sales revenue in 2010 generated a total contribution margin of $74 × (1 - .10) = $66.6, which was $11 short of covering the $77.6 of fixed cost.  But the additional $80 of sales revenue in 2011 generated a total contribution margin of $80 × (1 - .10) = $72 that could go directly to operating income because there was no increase in fixed costs.  It wiped out the $11 operating loss and left $61 of operating income.

3-31
(10-15 min.) 

1.
Fuel costs: $.40 × 16,000 miles per month = $6,400 per month.
2.
Equipment rental: $5,000 × 7 × 3 = $105,000 for seven pieces of equipment for three months.
3.
Ambulance and EMT cost: $1,200 × (2,400/200) = $1,200 × 12 = $14,400 
4.
Purchasing: $7,500 + $5 × 4,000 = $27,500 for the month.
3-32
(10-15 min.)  There may be some disagreement about these classifications, but reasons for alternative classifications should be explored.


Cost
Discretionary
Committed
Advertising
$21,000

Depreciation

$ 48,000

Health insurance for the company’s employees

  24,000
Management salaries

  87,500

Payment of long-term debt

  48,500

Property tax

  30,000

Grounds maintenance
    7,000

Office remodeling
  24,000

Research and development 
   45,500
                  


Totals
$97,500
$238,000
3-33
(15-20 min.)


This problem extends the chapter analysis to preview short-run decision making and capital budgeting.  This problem ignores taxes, invest​ment cost, and the time value of money, which are covered in Chapter 11.


Alternative 1
Alternative 2 
Variable cost per order
$9.00
$7.00

Expected number of orders
45,000
45,000

Annual variable costs 
$405,000
$315,000

Annual fixed cost
  155,000
  315,000
Annual total costs
$560,000
$630,000
Therefore, Alternative 1 is less costly than Alternative 2 by $70,000.

Let X = the break-even number of orders, the level at which expected costs are equal.


Costs for Alternative 1
= Costs for Alternative 2 


$155,000 + $9X
= $315,000 + $7X


$2X
= $160,000


X
= 80,000 orders


At 80,000 orders, the alternatives are equivalent.  If order levels are expected to be below 80,000 orders, then Alternative 1 would have lower costs because fixed costs are lower.  If orders are expected to be greater than 80,000, then Alternative 2 would have lower costs because variable costs are lower.

3-34
(20-25 min.)  A master of the scatter-diagrams with least-square regression lines and high-low lines appears in Exhibit 3-38 on the following page.


This exercise enables a comparison of the high-low and visual-fit methods of decomposing mixed-costs into fixed and variable parts.  Students find it interesting to compare their best guesses to the least-squares regression results.  They find it interesting that a fairly complete and accurate analysis is possible based on a scatter-diagram and a little common sense.  We normally have the class determine a “class best guess” before showing the transparency of the regression results.


The exercise also introduces students to the concept of a hierarchy of activity levels, although this topic is not covered in the text.  The literature contains discussions of four general levels of activities.  Recognizing each of these levels can be an aid in choosing appropriate cost drivers.  These levels and example cost drivers are:

a.
Unit-level activities -- performed each time a unit is produced (units of product, machine hours, labor hours).

b.
Batch-level activities -- performed each time a batch of goods is processed or handled (number of orders processed, number of setups, number of material moves).

c.
Product-level activities -- performed as needed to support the production of each different type of product (number of tests, number of parts, number of engineering change notices, hours of design time, number of inspections).

d.
Facility-level activities -- sustain a facility’s general manufacturing process (square footage, number of employees, hours of training).



In this exercise, a batch-level activity is involved -- setups.

Exhibit 3-38 – Maintenance Costs (Thousands) [image: image12.emf]$-
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1.
Student answers will vary somewhat. Least-squares regression lines are given as a standard for comparison. Based on regression, the cost functions are:


Maintenance costs = $13,108 + $2.17 × Units produced (000s)

Maintenance costs = $5,162 + $751 × Number of setups


The April observation should be ignored since it does not represent a typical month -- it is an example of an outlier.  Other examples would be strikes, abnormal downtime, or scheduled plant closings.

2.
The high-low method uses only the highest and lowest activity levels.  Note that, if one is using a scatter diagram, the high-low method can be used without knowing the exact figures.  Fixed cost can be easily estimated using a straight edge and should be about $11,500 based on Units Produced and $7,500 based on Number of Setups.  Variable costs are estimated using the following computations:


Variable maintenance costs
= ($21,000 - $15,000)/(3,900 - 1,200) 



= $2.22 per unit


Variable maintenance costs
= ($25,500 - $15,000)/(27 - 11) 



= $656 per setup

3.
Both cost drivers appear, on the surface, to be plausible.  However, if maintenance activity is primarily associated with a “batch-level” activity such as setups, the setup driver is preferred.  Of the three costs associated with maintenance activity, supplies and energy are probably variable, so salaries are the primary fixed costs.  The monthly salary of two mechanics is $4,167 [(2 × $25,000)/12].  The cost function based on setups estimates fixed costs of about $5,200 (visual-fit method).  This is much more plausible than the $15,200 estimate based on units of production.  Students may inquire as to the use of “setup time” as an alternative to number of setups.  Setup time is an acceptable alternative that is often used when setup times differ among different products.  Another consideration is data availability.  Setup times by product may not be easily obtained or maintained.


Just looking at the two graphs, a linear cost function seems to fit the second graph much better than the first.  Reliability of cost drivers is measured by the coefficient of determination, R-Squared.  In the regressions used in requirement 1, only 21% of the past year’s variability in maintenance costs can be explained by changes in the volume of units produced, whereas 85% of past fluctuations in maintenance costs can be explained by the number of setups performed.  This confirms the visual observation.

3-35
(15-20 min.)   The total cost for the month is $1,730 + (5 × $1,250) = $7,980, based on the following cost function information:

Cost
Fixed per month
Variable per computer
Phone
$     60
Utilities
    75

Advertising
    85
Insurance
    110
Materials

$5,500 

Labor
  1,400
     750 
Totals
$1,730 per month
$6,250 per computer


Algebraically,
   y = $1,730 + $1,250x ;

    where y = total cost per month


  
 x = number of computers

3-36
(5 min.)


All of the functions except (e) are linear cost functions.  Functions (c) and (d) and (f) are mixed costs.  Note that (e) is not linear because X1 and X2 are multiplied.
3-37
(5-10 min.)


Variable cost per ton 
= (£1,150,000 -  £950,000) ( (55,000 - 35,000)



= (£200,000 ÷ 20,000) = £10/ton


Fixed cost
= £1,150,000 – (55,000 × £10) = £600,000



or
= £950,000 – (35,000 × £10) = £600,000


Cost function = £600,000 + £10 × Number of tons
3-38
(10-15 min.)


The regression analysis results show that more was spent on building maintenance in months of low production volume than in months of high volume.  The assistant controller erred in not thinking about the economic logic of this result.  The result does not imply that intensive use of the building decreases maintenance costs.  When production volume is low, workers do maintenance rather than work on production.  When volume is high, little maintenance is done because workers are busy on production.  This is a case where the regression analysis does not correctly separate costs into fixed and variable components.  Considering the economic plausibility of a negative variable maintenance cost should make this readily apparent.  A more correct analysis would probably show that maintenance costs are not related to direct labor, or, if there is a relationship, more labor should cause more maintenance because it implies more intensive use of the production facilities.

3-39
(50-60 min.)  (Masters of the line graph and pie charts appear on the next three pages.  Two versions of the pie charts are shown.)

1.
The line graph shows the plot of the total cost for each of the two options at various levels of capacity utilization.  The outsource/ overtime option has a steeper slope due to the larger proportion of variable costs, especially beyond the 100% level of production when overtime premiums and outsourcing are required (note the kink in the line).  At production (sales) levels below 100% of capacity, total costs are lower with the outsource/overtime option.  At production levels above 100%, the build option is the low-cost option.
2.
Controlling risk usually means reducing the financial exposure of a company when business conditions turn unfavorable.  Companies attempt to control this risk through various means -- diversifying their product lines and markets and reducing fixed (committed) costs or converting fixed costs into variable costs.  In this case, the outsource/overtime option avoids converting variable production costs into committed fixed (capacity) costs in order to retain cost control and hence reduce financial exposure.


As can be readily seen from the graph or the table, the benefit of the outsource/overtime option is the decreased financial exposure when production is low.  Total costs of the outsource/overtime option at the 60% level of production are $8 million less than those of the build option.  The cost of the outsource/overtime option is the lost profit when demand is high -- total costs are $12 million higher at the 120% level.  In essence, by choosing the outsource/overtime option, HP is willing to forego $12 million of profit in the near term in order to reduce its financial exposure to an $8 million loss in the future.  Why?  Perhaps HP’s assessment of the probability of continued high demand is less than the probability of a future downturn, or perhaps HP’s key decision makers prefer to avoid risk.
3.
Students’ answers to this question will vary depending on their attitudes toward risk.  This part of the problem helps students realize the value of different forms of analysis.  We use pie charts to demonstrate one form of analysis -- tables can also be used.  The pie charts bring out the importance of fixed costs more readily than the line graph.  The four pie charts can be used to point out the value of proportional pie charts.  First, focus attention on the two build-option pies.  Point out that fixed-cost percentages range from 45% to 63% of total costs if HP builds automated facilities.  This range of fixed costs is reduced to 20-36% of total costs if HP continues to use overtime and outsourcing.  However, comparing the size of the two 120% pies, it can be easily seen that HP will sacrifice profits by not building if volume approaches the 120% level.
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3-40
(30-35 min.) 

1.
The graph of weekly planned cost of jail guards versus number of prisoners shows that this cost is a step cost beyond 16 prisoners.
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2.
In January up to 16 prisoners are expected; therefore, $3,000 per week should be planned for jail guard costs.  This represents the minimum staffing level, and would represent a fixed cost.  The monthly cost for January is $3,000 × 4 = $12,000.
3.  

Actual
Minimum


Week
Prisoners
Guard Cost

1
   25
$  4,800


2
   38
  6,600


3
   26
  4,800


4
   43
    7,200

Total

$23,400


Actual

$19,800

Variance

$  3,600 under budget


This report indicates that Algona Beach spent less than planned for jail guards during July.  It might appear that the county was extremely efficient because it spent less than planned.  However, another interpretation of this report is that the jail was understaffed during the critical "busy" summer season.  This could mean that prisoners were not adequately monitored and safeguarded during this time.  The $3,600 savings might be small compared to damages awarded by the court to a prisoner who was harmed during the time of understaffing.

4.
The $3,000 fixed amount is the total weekly salary paid to the permanent guard staff.  Each four prisoners (or portion thereof) above 16 require an additional guard at a cost of $600 per week.  On average, each additional prisoner costs $600 ( 4 or $150.
5.  
Week
Actual Prisoners
Minimum Guard Cost

1
25
$ 3,000+$150(25-16) =
$ 4,350


2
38
  3,000+$150(38-16) =           6,300


3
26
  3,000+$150(26-16) =           4,500


4
43
  3,000+$150(43-16) =
    7,050

Total

                                                   $22,200


Actual

                                                   $19,800

Variance

                                                    $ 2,400 under


Even though the variance of this report is much less than the previous one, this report is not necessarily more accurate.  The average cost function predicted actual costs more closely, but if the cost behavior described in 3 above represents committed step costs due to state or federal regulations, then the amounts calculated in 3 are costs that the county should have incurred.  On the other hand, the administrator of the county jail may try to hire guards according to the simplification of the minimum staffing cost behavior presented in 4, and expect that on average the jail will not be understaffed.  

3-41
(25-30 min.)

1.
Actual Costs
Planned Costs
Variance
Salaries
$56,880
8,300 × $5 = $41,500
$15,380 Unfavorable
2.
If the cost measurements are reliable, then the audit office is overstaffed by approximately five auditors.  Each auditor should be able to process 4 weeks × 5 days per week × 8 hours per day × 4 returns per hour or 640 returns during the 4-week period.  The 8,300 returns should have been processed by 8,300 ( 640 or less than 13 auditors, five less than were employed.  Alternatively, the $15,380 variance represents $15,380 (($790 × 4 weeks) or approximately 5 excess auditors.
3.
The variance may be due to inefficiency of the auditors, improperly trained or inexperienced auditors, inaccuracy of the cost measures, a batch of unusually complex returns, or a combination of all these factors.  The role of the cost variance is to identify where something is different than planned.  The variance itself usually does not identify the cause of the variance, due to which the management attention may be required.
4.
Besides number of returns, alternative cost drivers might include number of individual forms included in filed returns, number of pages of returns processed, and amount of taxes shown on returns filed.

3-42
(10-15 min.)   One possible cost driver is shown, with cost behavior with respect to the cost driver in parentheses.  Other cost drivers are also possible.

a.
Airplane fuel -- Flight miles (variable)

b.
Flight attendants’ salaries -- Passenger miles (variable)

c.
Baggage handlers’ salaries -- Number of flights or number of passengers (variable)

d.
In-flight meals -- Number of passengers (variable)

e.
Pilots’ salaries -- Hours of flight time (variable)

f.
Airplane depreciation -- Flight miles (fixed)

g.
Advertising -- This is a discretionary fixed cost for which identifying a cost driver is difficult.
3-43
(25-30 min.)


The first temptation may be to measure the cost behavior with the high-low method, using the cost and activity levels from 20X7 and 20X9 since they are the lowest and highest cost and activity levels given. However, Dr. Hyde has indicated that drug test procedures are both more numerous and more complex than they were in the past.  Accordingly, if additional equipment and more expensive equipment have been acquired and more complex testing is commonplace to meet this new demand, then the past data may not be a relevant base for cost-behavior measurement. A simple graph of cost and activity on the next page illustrates the possible problems.

A line drawn through the points for the first two years will have a much different slope and intercept than that implied by the most recent year's experience. It is likely that cost behavior has changed significantly, and this cost behavior may not be revealed by the data currently available. New cost behavior probably has a higher intercept (greater fixed costs per month) and a steeper slope (greater variable cost per procedure) than in the past.  More current data are required.  Since the data given are monthly averages, the raw monthly data are probably available.  One recommendation would be to disregard data from the first two years and to use monthly data from the third year to measure current cost behavior.  It could well be that this analysis will indicate a need for the price increase demanded by Dr. Hyde.
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3-44
(30-35 min.)

The data should be used to first determine variable expenses as a function (percentage) of tuition revenue.  Then fixed expenses can be calculated.  Since only two data points are available, the high-low method is the appropriate approach.

Variable expenses 
= Change in expenses ÷ Change in revenues



=  ($844,000 - $830,000) ÷ ($880,000 - $840,000) 


= $14,000 ÷ $40,000  


= 35% of tuition revenue

Fixed expenses
= Total expenses - Variable expenses


= $830,000 - .35 × $840,000


= $830,000 - $294,000

= $536,000 per year

or
= $844,000 - .35 × $880,000


= $844,000 - $308,000

= $536,000 per year

Income for 2013 may be predicted as follows:

OCEANVIEW SCHOOL

Projected Income

For the Year Ending August 31, 2013

Tuition revenue

$830,000


Less: Variable expenses (.35 × $830,000)
$290,500

          Fixed expenses
  

             536,000  
              

  826,500

Net Income




$    3,500
Or,   Net Income = Tuition revenue - variable expenses - fixed expenses


= $830,000 - .35× $830,000 - $536,000

= .65 × $830,000 - $536,000 = $3,500
Break-even tuition revenue may be found by setting Net Income = 0 and solving for the unknown tuition revenue, TR, as below:


  0
= TR -.35TR - $536,000

  0
= .65TR - $527,600


  $536,000
= .65TR

TR
= $824,615 at break-even (rounded)
3-45
(20-25 min.)

1.
Support cost measurement:



Customer


Mystical Plants
Todal Blooms
Fixed charge method:

Basic cost of FertiMix
$8,000
$8,000
Support cost @ 65%
$5,200
$5,200
Activity Analysis method:

Lines of customized code
520
160
Estimated cost per line of 

   customized code
  ×   $20
  ×   $20
Activity support cost
$10,400
$ 3,200
2.
The activity analysis approach indicates that products requiring large amounts of customizing incur much more support cost than those that require relatively little customizing.  The old approach leads to distorted costs that might lead to poor planning and control and either lost sales or unprofitable sales.


The benefits of adopting the activity analysis approach are (1) more accurate measures of support costs, (2) more competitive cost-based prices, (3) better planning of support costs, and (4) better control of support costs.  The disadvan​tages are that the activity analysis will be more costly to implement and monitor (and may not be necessary for pricing if Washta Software’s industry is not a competitive one).  

3-46
(10-15 min.)
1.
Variable cost/unit = ($1,124 - $640) ( (133 - 68) = $484 ( 65 = $7.4462

Fixed cost = $1,124 - (133 × 7.4462) = $1,124 - $990.34 = $133.66

Predicted cost for 530 units = ($133.66 × 4) + (530 × $7.4462) = $4,481.13

Notice that the data are quarterly observations.  Thus, the annual fixed cost is 4 times the computed (quarterly) fixed cost.

2.
Predicted cost for 530 units = ($347 × 4) + (530 × $5.76) = $4,440.80
3.
The regression analysis gives better cost estimates because it uses all the data to form a cost function.  The two points used by the high-low method may not be representative of the general relation between costs and volume.
3-47
(35-40 min.)


If supplies cost is at least partly fixed with regard to production volume, then treating supplies cost as if it were purely variable (e.g., using the average supplies cost per unit of production as the variable cost rate) will result in predicting too little supplies cost at low levels of production and too much at high levels of production.  See the graph below:
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1.
The preferred cost function uses "number of tents" as the cost driver for supplies cost.  Although many other statistical criteria could be (should be) used to make this determination, this choice is based on the relative R-squared values.  The R-squared measures the amount (percentage) of fluctuation (variation) in historical supplies cost that is associated with either number of tents or with square feet of material used.  The cost function using number of tents has a much higher R-squared value and, therefore, is more closely associated with historical variations in supplies cost.


The interpretation of the preferred cost function is that, based on past data, supplies cost has a fixed component, $2,500 per month, and a variable component, $0.071 per number of tents in a month.  The total supplies cost function can be written as:


Total supplies cost = $2,500 per month + $0.071 × number of tents
2.
Approximately 48.5% of the variation in historical supplies cost is associated with variations in square feet of materials.  The remaining 51.5% of variation in supplies cost (100% - 48.5%) depends on other factors, not included in the cost function.  Square feet of materials used does not explain this 51.5% of the variation in supplies cost.

3-48
(40-45 min. unless data supplied by instructor, then 25-30 min.)

1.
The accompanying graphs can be used to discuss requirements 2-4.
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2.
Regression Output:


Constant
24.42553


R Squared
0.955692


X Coefficient
10.53191

3.
Support costs
= fixed cost + variable cost


 = $24.43 + $10.53 × 25


 = $287.68

4.
Support cost
Batch size

High Level
$320
30


Low Level
110
  9

Difference
$210
21


Variable cost 
= Change in cost ÷ Change in activity 


= $210 ÷ 21 = $10 per unit in batch

Fixed Cost  
= total cost - variable cost


= $320 - $10×30  =  $20 per batch


Support costs of a batch of size 25 = $20 + $10 × 25 = $270


Although the cost functions and cost estimates are fairly close, the manager would probably be better off using the regression result.  The regression results appear to be very reliable and plausible.  Since regression uses all the data and no data appear to be unusual (per the graph), there is little reason not to use the regression.

3-49
(35-50 min.) 

1.
The three graphs are as follows:
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2.
This output is generated by a spreadsheet.  Regressions of circuit board support costs using the following as cost drivers:


Regression Output:  Direct Labor Hours


Constant
9,466.871


R Squared
     0.0059439


X Coefficient(s)
 5.960404


Regression Output:  Number of Boards Completed


Constant
21,810.742


R Squared
0.2219548


X Coefficient(s)
13.945440

Regression Output:  Average Cycle Time


Constant
6,572.774


R Squared
0.8540626

X Coefficient(s)
330.482863
3.
The most plausible and reliable regression function, identifying the best single cost driver for American Micro Devices’ circuit board support costs appears to be the one that uses cycle time as the cost driver. (A multiple regression using both cycle time and number of boards is even better.) All of the functions are plausible -- they indicate increasing support cost as the cost driver increases.  The measure for choosing among the functions are the relative R2 values of each function.  Using cycle time as the cost driver generates the highest R2 value of all the models using a single cost driver. 

4.
The economic meaning of the function using cycle time as the cost driver is that circuit board support costs have a fixed component of $6,573 per week and a variable component of $330.48 per hour of average cycle time.  Reducing cycle time by an average of one hour should reduce support costs by about $330.

3-50
(30-35 min.)  This problem anticipates the use of cost functions for pricing purposes.  Alternatively, the instructor may wish to use this problem in conjunction with Chapter 5.

1.
One would expect that the third cost function, using average cycle time as the cost driver, would be the most reliable for explaining and predicting support costs.  Although all the functions are plausible, average cycle time as a cost driver generates the highest R2, which means that it best explains past support costs.  If the process remains unchanged, then this function should be reliable for predicting future support costs.

2.
The first part of this solution uses the cost function developed in problem 3-49.  The second part uses the cost function given in the problem.

(a)
Cost function from 3-49:



Cost using Direct Labor Hours as the cost driver:




Fixed cost:
$9,467/wk × 3 weeks =
$  28,401




Variable cost:  $5.96 × 20,000 hours =
  119,200



Total

$147,601


Cost using Number of Boards as the cost driver:




Fixed cost:
$21,811/wk × 3 weeks =
$  65,433




Variable cost:  $13.95 × 6,000 boards  =
    83,700



Total

$149,133


Cost using Average Cycle Time as the cost driver:




Fixed cost:
$6,573/wk × 3 weeks =
$  19,719




Variable cost:  $330.48 × 180 hrs × 3 weeks =
  178,459



Total

$198,178
(b)
Cost function from the problem:


Cost using Direct Labor Hours as the cost driver:



Fixed cost:
$9,000/wk × 3 weeks =
$  27,000



Variable cost:       $6 x 20,000 hours =
  120,000


Total

$147,000

Cost using Number of Boards as the cost driver:



Fixed cost:
$20,000/wk × 3 weeks =
$  60,000



Variable cost:       $14 × 6,000 boards  = 
    84,000


Total

$144,000

Cost using Average Cycle Time as the cost driver:



Fixed cost:
$5,000/wk × 3 weeks =
$   15,000



Variable cost:      $350 × 180 hrs × 3 weeks =
189,000


Total

$204,000
3.
For this three-week period and the particular boards manufactured, the average cycle-time cost function yields materially different cost predictions.  We know from the regression analyses that the direct labor function and, to a lesser degree, the number of boards function are not reliable functions.  Unless there was something unusual about the production activity of those three weeks, American Micro Devices should use the cost estimates from the average cycle-time regression.

4.
In a highly competitive environment, the market influences prices more than does cost.  Therefore, setting prices by marking up costs, even if costs are accurate, is not a sufficient pricing policy.  At a minimum, American Micro Devices should examine its prices compared to those of its competition in addition to comparing them to its costs.

3-51
(25-30 min.)   This is not a difficult problem, but it forces students to think through cost and revenue behavior in a situation that differs from those illustrated in the text.

1.  
Fixed cost = $64,000 + $51,000 = $115,000
Variable cost per student month = ($100,000 + $54,000) ( 2,200 = $70 per student month
2.  
Revenues and fixed costs would not change.


     Variable costs would decrease by $70 for each of the students to whom lessons are not provided:  (1,200-810) × $70 = $27,300

    
Therefore, profits would increase by $27,300:


           2010-11 profit = $1,000 + $27,300 = $28,300
3.

To make a $1,000 profit, the contribution margin from the students served must equal the fixed cost plus the profit:               
$115000 + $1,000 = $116,000.


The contribution margin per student-month is $120 - $70 = $50.


Therefore, $116,000 ( $50 = 2,320 student months are needed.


However, this is outside the relevant range for fixed costs.  An additional facilities charge of $2,800 will be incurred, making the new required contribution margin $116,000 + $2,800 = $118,800.


Students needed are:  $118,800 ( $50 = 2,376 student months, or 2,376 ( 9 = 264 students.

3-52
(30-35 min.)

1.
This is only a first pass; obviously Dr. White would be able to specify more precisely which are committed or discretionary costs.  Students will have different ideas about what is committed and discretionary.  The important thing is for them to be able to explain and justify their classifications.

Program Area
Committed
Discretionary

Administration:


Salaries 


    Administrator
$60,000


    Assistant 

$35,000


    Two secretaries
   21,000
21,000


Supplies
   35,000


Advertising and Promotion

    9,000


Professional meetings, dues, and



literature

     14,000


Purchased Services 


Accounting and billing
   15,000


Custodial and maintenance
     13,000



Security 
   12,000


Consulting

   10,000


Community mental health services



Salaries (two social workers)
   46,000



Transportation *
     5,000
    5,000


Outpatient mental health treatment



Salaries 




   Psychiatrist 
   86,000




   Two social workers
    70,000              



Totals
$363,000
$94,000
* We assume that half of the transportation cost is discretionary.

2.
If all discretionary costs were eliminated, about $94,000 could be saved.  However, some of these "discretionary" cuts may seriously affect the ability of the health center to deliver its services.  There does not seem to be much "fat" in this budget to begin with, and eliminating such items as transportation for social workers would mean that the community would have to come to the clinic rather than vice-versa.  Cutting down on professional development opportunities of the staff could mean losing quality staff or reducing their quality over time.  Dropping advertising and promotion may be the least painful since the center is apparently at capacity now.  However, this could mean that individuals who really need the services will not find out about them.  Eliminating the consulting may mean that the center cannot refer individuals with unique problems to specialists.  Finally, eliminating the administrative assistant and one secretary will mean a greater burden for Dr. White and the remaining secretarial staff. Cutting these "discretionary" expenses may be necessary, but they will be painful.

3.
Dr. White should prepare for the worst but begin now to build her case for even higher resources given the past budget cuts and increasing demand for services at the center. Documentation of community needs, benefits provided by the center, and needs not being met is necessary. A good-faith effort to first eliminate any possible waste may convince budgetary authorities that no further budget cuts are necessary and even that some budget enhancement is desirable.

3-53
(45-50 min.)  This problem extends the use of activity analysis for control and transfer-pricing purposes.  The instructor may wish to use this problem as a preview of later applications or in conjunction with Chapter 10.

1.
The number of employees may be an indicator of service department costs in general.  If all users of service departments have roughly the same per capita usage of services, then using number of employees may be a simple and reasonably accurate and equitable means of charging for these costs.  However, more specialized services may have more specific cost drivers that are not distributed according to number of employees, as is apparently the case of SS department costs at Southeast Pulp and Paper.  Whether activity analysis is justified to identify and measure this cost behavior more accurately depends, of course, on the costs and benefits of the effort.  This case is similar to the experience of Weyerhaeuser.  Weyerhaeuser felt the effort was worthwhile, and while we do not have post-audit type information on the continued viability of activity analysis of service costs at Weyerhaeuser, we will assume that the benefits continue.

2.
2008 SS Cost per Employee 
=  2008 SS Costs ÷ Number of Employees 



=$300,000 ÷ 1,721 = $174.32


2008 SS Cost per Report 
=  2008 SS Costs ÷ Number of Reports



= $300,000 ÷ 1,232 = $243.51   


2009 SS Cost per Employee 
=  2009 SS Costs ÷ Number of Employees 


=  $385,000 ÷ 1,295 = $297.30

2009 SS Cost per Report 
=  2009 SS Costs ÷ Number of Reports



=  $385,000 ÷ 1,556  = $247.43



Forest
Lumber
Paper


Total
Management
Products
Products

2008 Number of Employees
1,721
762
457
502


2008 SS Costs Charged to Divisions

    
via Employees ($174.32 × 762, etc.)

$132,832
$ 79,664
$ 87,509


2008 Number of Reports
1,232
410
445
377


2008 SS Costs Charged to Divisions

    
via Reports ($243.51 × 410, etc.)

$99,839
$108,362
$91,803


2009 Number of Employees
1,295
751
413
131

2009 SS Costs Charged to Divisions

via Employees ($297.30 × 751, etc.)

$223,272
$122,785
$38,946

2009 Number of Reports
1,556
412
432
712

2009 SS Costs Charged to Divisions

via Reports ($247.43 × 412, etc.)

$101,941
$106,890
$176,170


It is clear that the other divisions have what they see are legitimate complaints.  Each of the other divisions, Forest Management and Lumber Products, has reduced the number of employees, but not as drastically as the Paper Products division.  The result has been that more of the SS department costs have been shifted to Forest Management and Lumber Products, even as Paper Products has increased its demands for SS services.  It would appear that Paper Products is not paying its fair share of SS costs.

3.
Charging for SS department costs on the basis of number of employees creates an incentive to reduce the number of employees or to add employees only if the added benefits exceed the wage/salary cost plus SS (and other service) department costs.  Charging for SS costs based on the number of reports creates the incentive to demand additional reports only if their value to the division exceeds the cost charged.  This latter form of charge, based on the department's cost driver(s), probably will permit planning and control of service department costs more effectively than using generic charges.

4.
It appears that activity analysis should be extended to all of Southeast’s service departments.  Using number of employees as the basis for charging for service costs probably distorts incentives for divisions to control costs.
3-54
(35-50 min.) 

1.
See the accompanying graphs. One can see two different cost behaviors that appear to mirror changes in the cost time series. Matching the cost table and the graph shows that both the intercept and the slope of the cost function have changed after week 13 -- fixed costs have increased at the same time that variable costs per order have decreased. In fact, logistics costs seem to be an almost purely fixed cost after week 13.
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2.
The first 13 weeks of data appear to be irrelevant to current cost behavior.  Any measures of cost behavior that are to be used for current and future use should be based on the most recent data (weeks 14-25) only.

3.
See the accompanying graph.  The data do support Hudson’s expectations: Fixed costs have increased, and variable costs have decreased.  Regression analyses (though on limited numbers of observations) confirm this.

Regression Output:  Weeks 1-13

Constant
5,497.172

R Squared
0.8401874

X Coefficient(s)
12.9031643

Regression Output:  Weeks 14-25

Constant 
20,337.159
R Squared
0.1282178

X Coefficient(s)
 0.5556408


However, average total logistics costs do not appear to have decreased.  On logistics cost behavior alone, the switch does not seem to be justified.  However, the new ordering system may be more flexible and may contribute to cost and quality savings in other departments.  A full analysis of the benefits of the new ordering system should try to capture those benefits as well.  If the ordering activity should increase greatly, the new system may be able to operate at lower total cost than the old system, but this level of activity would be well outside the relevant range of experience.

In the last 12 weeks, the average number of orders is 528 per month.  Under the old system, these would have cost $5,497 + (528 × $12.90) = $12,308.  Under the current system the cost is $20,337 + (528 × $0.56) = $20,633.

3-55  (20-25 min.)
	Step Fixed Costs
	Mixed Costs

	· Depreciation of forklift trucks
· Supervisor salaries per shift: within a single 8-hour shift the cost of supervision increases in “chunks” as sales volume increases
· All regular labor and supervision salaries when additional 8-hour shifts are added


	· Facilities maintenance

· Lease of equipment based on a base charge plus a usage charge

· Total salaries of labor that includes regular (fixed), overtime (variable), and temporary (variable)

· Total salaries of sales managers that include a flat amount plus a variable commission amount

· Telecommunications costs consisting of a fixed charge per month plus an additional charge depending on the number of minutes used


	Activity
	Plausible Cost Driver

	Receiving
	· Pallets

	Unpacking incoming cases of footwear
	· Cases
· Pallets

	Picking and packing cases of footwear for shipment to retail accounts (customers)
	· Cases
· Pallets

	Processing orders from retail accounts
	· Line items
· Orders

	Providing customer service to retail accounts
	· Orders
· Calls from customers

	Processing order changes from retail accounts
	· Number of changes


3-56    (20-30 min.) For the solution to this Excel Application Exercise, follow the step-by-step instructions provided in the textbook chapter.
3-57
(10-30 min.)


The purpose of this exercise is to develop an understanding of different types of costs and their behavior.  Assigning the problem ahead of time allows students to prepare lists of each type of cost, forcing them to think about types of cost and their behavior.  However, the game could be played without advance preparation, especially if many students have some business experience.

3-58  
(40-60 min.) NOTE TO INSTRUCTOR: This solution is based on the web site as it was in late 2012.  Be sure to examine the current web site before assigning this problem, as the information there may have changed.
1.  
For the 2011 One Report, the ten-year summary statistics section is located under past performance.  The information found on the summary report includes operating revenues separated according to those earned from passenger, freight, and other sources, operating expenses, operating income, other income/expenses, tax expense and net income.  The information also provides data on income per share, basic and diluted, dividends per share, total assets, long-term debt, and stockholders’ equity.  The report also includes two subsections, consolidated financial ratios and consolidated operating statistics. 
2.  
The information about revenues is divided into categories – passenger, freight, and other.  The information about operating expenses is listed as one lump sum.  It does not differentiate between costs associated with the differing types of revenues that are earned.  This is likely due to the fact that the majority of the costs are incurred for providing passenger services and the freight costs are insubstantial in comparison.  The firm also is not likely to want to provide too much detail that the competitors for freight could use against SWA. 
3.  
RPM is revenue passenger miles and ASM is available seat miles.  The available seat miles is larger.  The RPM is found by taking the number of passengers on each plane and multiplying it by the number of miles that the plane flies for that trip.  This is done for all trips taken during the year.  The ASM is determined by taking the number of seats on the plane and multiplying it by the miles that the plane flies for a trip.  If all seats on the plane are filled with paying customers for all flights during the year, then the RPM and the ASM could be the same.  The ASM is essentially a measure of capacity and RPM is a measure of how much of that capacity was used during the year.  The actual RPMs and ASMs in miles are given for the year.  The passenger revenue yield per RPM and operating revenue yield per ASM are provided, as is the operating expense per ASM. 

4. 
Using the high-low method for years 2002 and 2005, variable operating costs are (millions)


    Op. Exp.
        RPM

2005
$6,859
60,223
2002
  5,181
45,392
Difference
$1,678
     14,831
Variable operating cost per RPM  = Change in cost ÷ Change in cost driver 

     =$1,678 ÷ 14,831  =  $0.1131
Fixed op. cost per year  = Total operating cost - Variable operating cost

Using 2005:
$6,859 – ($0.1131 × 60,223)


= $6,859 - $6,811

= $48
Total operating cost per RPM 
= 2005 Operating Cost ÷ 2005 RPM


=  $6,859 ÷ 60,223 = $0.1139
The total operating cost is almost the same as the variable operating cost, and the fixed cost is very small.  This is not what would generally be expected.  Airlines usually have large fixed costs and small variable costs. 

5.
As just explained, airlines usually have large fixed costs.  In this case the high-low method is not accurate.  The increase in costs between 2002 and 2005 may have included much investment in airplanes.  If this investment in airplanes was driven by the demand for more RPMs, then it is part of long-run variable costs but not necessarily part of short-run variable costs.  That is, it does not cost $0.1131 per passenger mile to add a passenger to a flight that is already scheduled.  However, if attracting more passengers requires additional flights, and therefore additional airplanes, additional RPMs do generate $0.1131 of cost per RPM.  The relationship between short- and long-run cost behavior may look like the graph below.
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Sheet4

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.9775948218

		R Square		0.9556916356

		Adjusted R Square		0.9501530901

		Standard Error		15.5467722586

		Observations		10

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		41706.3829787234		41706.3829787234		172.5528169014		0.0000010731

		Residual		8		1933.6170212766		241.7021276596

		Total		9		43640

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		24.4255319149		15.2461618262		1.6020774404		0.1478061285		-10.7322030381		59.5832668678		-10.7322030381		59.5832668678

		Batch Size		10.5319148936		0.8017635609		13.1359360877		0.0000010731		8.6830436111		12.3807861762		8.6830436111		12.3807861762

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		182.4042553191		-2.4042553191

		2		150.8085106383		-10.8085106383

		3		235.0638297872		-5.0638297872

		4		203.4680851064		-13.4680851064

		5		150.8085106383		9.1914893617

		6		287.7234042553		12.2765957447

		7		256.1276595745		13.8723404255

		8		119.2127659574		-9.2127659574

		9		214		26

		10		340.3829787234		-20.3829787234
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Sheet4

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.9775948218

		R Square		0.9556916356

		Adjusted R Square		0.9501530901

		Standard Error		15.5467722586

		Observations		10

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		41706.3829787234		41706.3829787234		172.5528169014		0.0000010731

		Residual		8		1933.6170212766		241.7021276596

		Total		9		43640

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		24.4255319149		15.2461618262		1.6020774404		0.1478061285		-10.7322030381		59.5832668678		-10.7322030381		59.5832668678

		Batch Size		10.5319148936		0.8017635609		13.1359360877		0.0000010731		8.6830436111		12.3807861762		8.6830436111		12.3807861762

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		182.4042553191		-2.4042553191

		2		150.8085106383		-10.8085106383

		3		235.0638297872		-5.0638297872

		4		203.4680851064		-13.4680851064

		5		150.8085106383		9.1914893617

		6		287.7234042553		12.2765957447

		7		256.1276595745		13.8723404255

		8		119.2127659574		-9.2127659574

		9		214		26

		10		340.3829787234		-20.3829787234





Sheet4

		7619		7619

		7678		7678

		7816		7816

		7659		7659

		7646		7646

		7765		7765

		7685		7685

		7962		7962

		7793		7793

		7732		7732



Cost

Predicted Cost

Batch Size

Cost

Batch Size Line Fit  Plot

66402

0

56943

0

60337

0

50096

0

64241

0

60846

0

43119

0

63412

0

59283

0

60070

0



Sheet5

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.2497289622

		R Square		0.0623645546

		Adjusted R Square		0.0102736965

		Standard Error		8987.2237545318

		Observations		20

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		96700211.0976164		96700211.0976164		1.1972264783		0.2883033227

		Residual		18		1453863434.65238		80770190.8140213

		Total		19		1550563645.75

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		224176.452049841		152730.725937861		1.4677888203		0.1594187222		-96699.1446210432		545052.048720725		-96699.1446210432		545052.048720725

		DLH		-21.4924020463		19.6425017014		-1.094178449		0.2883033227		-62.7597987333		19.7749946406		-62.7597987333		19.7749946406

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		60425.8408589192		5976.1591410808

		2		59157.7891381862		-2214.7891381862

		3		56191.8376557939		4145.1623442061

		4		59566.1447770663		-9470.1447770663

		5		59845.5460036685		4395.4539963315

		6		57287.9501601563		3558.0498398437

		7		59007.342323862		-15888.342323862

		8		53053.946957031		10358.053042969

		9		56686.1629028593		2596.8370971407

		10		57997.1994276849		2072.8005723151

		11		57158.9957478783		-3813.9957478783

		12		55633.0352025895		9393.9647974105

		13		53526.77980205		4693.22019795

		14		57610.3361908511		7795.6638091489

		15		53225.8861734015		-17957.8861734015

		16		57223.4729540173		-10829.4729540173

		17		57309.4425622026		14567.5574377974

		18		60081.962426178		1821.037573822

		19		55482.5883882653		-5473.5883882653

		20		55052.7403473388		-5725.7403473388
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Sheet6

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.2497289622

		R Square		0.0623645546

		Adjusted R Square		0.0102736965

		Standard Error		8.9872237545

		Observations		20

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		96.7002110976		96.7002110976		1.1972264783		0.2883033227

		Residual		18		1453.8634346524		80.770190814

		Total		19		1550.56364575

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		224.1764520498		152.7307259379		1.4677888203		0.1594187222		-96.6991446211		545.0520487207		-96.6991446211		545.0520487207

		DLH		-0.021492402		0.0196425017		-1.094178449		0.2883033227		-0.0627597987		0.0197749946		-0.0627597987		0.0197749946

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		60.4258408589		5.9761591411

		2		59.1577891382		-2.2147891382

		3		56.1918376558		4.1451623442

		4		59.5661447771		-9.4701447771

		5		59.8455460037		4.3954539963

		6		57.2879501602		3.5580498398

		7		59.0073423239		-15.8883423239

		8		53.053946957		10.358053043

		9		56.6861629029		2.5968370971

		10		57.9971994277		2.0728005723

		11		57.1589957479		-3.8139957479

		12		55.6330352026		9.3939647974

		13		53.5267798021		4.6932201979

		14		57.6103361909		7.7956638091

		15		53.2258861734		-17.9578861734

		16		57.223472954		-10.829472954

		17		57.3094425622		14.5675574378

		18		60.0819624262		1.8210375738

		19		55.4825883883		-5.4735883883

		20		55.0527403473		-5.7257403473
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Sheet7

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.0770970132

		R Square		0.0059439494

		Adjusted R Square		-0.0372758788

		Standard Error		9.3085051148

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		11.9165887796		11.9165887796		0.1375282983		0.7141445025

		Residual		23		1992.9101518604		86.6482674722

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		9.4668709345		124.4294274946		0.076082251		0.9400115953		-247.9346607831		266.868402652		-247.9346607831		266.868402652

		DLH		0.005960404		0.0160723605		0.3708480799		0.7141445025		-0.0272877615		0.0392085695		-0.0272877615		0.0392085695

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		54.8791891263		11.5228108737

		2		55.2308529632		1.7121470368

		3		56.0533887173		4.2836112827

		4		55.1176052869		-5.0216052869

		5		55.0401200347		9.2008799653

		6		55.7494081125		5.0965918875

		7		55.2725757913		-12.1535757913

		8		56.9236077035		6.4883922965

		9		55.916299425		3.366700575

		10		55.55271478		4.51728522

		11		55.7851705366		-2.4401705366

		12		56.2083592217		8.8186407783

		13		56.7924788152		1.4275211848

		14		55.6600020523		9.7459979477

		15		56.8759244714		-21.6079244714

		16		55.7672893246		-9.3732893246

		17		55.7434477085		16.1335522915

		18		54.9745555905		6.9284444095

		19		56.2500820498		-6.2410820498

		20		56.3692901301		-7.0422901301

		21		54.6228917537		-9.9198917537

		22		54.5096440774		-8.9276440774

		23		54.5811689255		-10.7631689255

		24		55.1950905391		6.9269094609

		25		55.0818428628		-2.6788428628
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Sheet8

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.4711207529

		R Square		0.2219547638

		Adjusted R Square		0.1881267101

		Standard Error		8.2352526819

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		444.9808457314		444.9808457314		6.5612631897		0.017446907

		Residual		23		1559.8458949086		67.8193867352

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		21.8107416767		13.2960171807		1.6403966226		0.1145292557		-5.694128007		49.3156113605		-5.694128007		49.3156113605

		Boards		0.0139454396		0.0054442553		2.5614962795		0.017446907		0.0026831548		0.0252077243		0.0026831548		0.0252077243

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		63.4099879994		2.9920120006

		2		61.2763357408		-4.3333357408

		3		55.4610874282		4.8759125718

		4		52.7835630252		-2.6875630252

		5		59.4773740326		4.7636259674

		6		58.8498292506		1.9961707494

		7		56.6046134753		-13.4856134753

		8		51.4866371426		11.9253628574

		9		51.472691703		7.810308297

		10		51.472691703		8.597308297

		11		54.4151794583		-1.0701794583

		12		59.254246999		5.772753001

		13		58.0967755123		0.1232244877

		14		50.1060386223		15.2999613777

		15		51.5982006594		-16.3302006594

		16		50.3431110955		-3.9491110955

		17		60.6627363985		11.2142636015

		18		61.164772224		0.738227776

		19		52.1839091225		-2.1749091225

		20		53.104308136		-3.777308136

		21		52.4209815957		-7.7179815957

		22		54.8614335254		-9.2794335254

		23		49.9247479075		-6.1067479075

		24		56.8835222672		5.2384777328

		25		62.8382249758		-10.4352249758
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Sheet9

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.0770970132

		R Square		0.0059439494

		Adjusted R Square		-0.0372758788

		Standard Error		9.3085051148

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		11.9165887796		11.9165887796		0.1375282983		0.7141445025

		Residual		23		1992.9101518604		86.6482674722

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		9.4668709345		124.4294274946		0.076082251		0.9400115953		-247.9346607831		266.868402652		-247.9346607831		266.868402652

		DLH		0.005960404		0.0160723605		0.3708480799		0.7141445025		-0.0272877615		0.0392085695		-0.0272877615		0.0392085695

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		54.8791891263		11.5228108737

		2		55.2308529632		1.7121470368

		3		56.0533887173		4.2836112827

		4		55.1176052869		-5.0216052869

		5		55.0401200347		9.2008799653

		6		55.7494081125		5.0965918875

		7		55.2725757913		-12.1535757913

		8		56.9236077035		6.4883922965

		9		55.916299425		3.366700575

		10		55.55271478		4.51728522

		11		55.7851705366		-2.4401705366

		12		56.2083592217		8.8186407783

		13		56.7924788152		1.4275211848

		14		55.6600020523		9.7459979477

		15		56.8759244714		-21.6079244714

		16		55.7672893246		-9.3732893246

		17		55.7434477085		16.1335522915

		18		54.9745555905		6.9284444095

		19		56.2500820498		-6.2410820498

		20		56.3692901301		-7.0422901301

		21		54.6228917537		-9.9198917537

		22		54.5096440774		-8.9276440774

		23		54.5811689255		-10.7631689255

		24		55.1950905391		6.9269094609

		25		55.0818428628		-2.6788428628
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Sheet4

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.9775948218

		R Square		0.9556916356

		Adjusted R Square		0.9501530901

		Standard Error		15.5467722586

		Observations		10

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		41706.3829787234		41706.3829787234		172.5528169014		0.0000010731

		Residual		8		1933.6170212766		241.7021276596

		Total		9		43640

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		24.4255319149		15.2461618262		1.6020774404		0.1478061285		-10.7322030381		59.5832668678		-10.7322030381		59.5832668678

		Batch Size		10.5319148936		0.8017635609		13.1359360877		0.0000010731		8.6830436111		12.3807861762		8.6830436111		12.3807861762

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		182.4042553191		-2.4042553191

		2		150.8085106383		-10.8085106383

		3		235.0638297872		-5.0638297872

		4		203.4680851064		-13.4680851064

		5		150.8085106383		9.1914893617

		6		287.7234042553		12.2765957447

		7		256.1276595745		13.8723404255

		8		119.2127659574		-9.2127659574

		9		214		26

		10		340.3829787234		-20.3829787234





Sheet4

		7619		7619

		7678		7678

		7816		7816

		7659		7659

		7646		7646

		7765		7765

		7685		7685

		7962		7962

		7793		7793

		7732		7732



Cost

Predicted Cost

Batch Size

Cost

Batch Size Line Fit  Plot

66402

0

56943

0

60337

0

50096

0

64241

0

60846

0

43119

0

63412

0

59283

0

60070

0



Sheet5

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.2497289622

		R Square		0.0623645546

		Adjusted R Square		0.0102736965

		Standard Error		8987.2237545318

		Observations		20

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		96700211.0976164		96700211.0976164		1.1972264783		0.2883033227

		Residual		18		1453863434.65238		80770190.8140213

		Total		19		1550563645.75

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		224176.452049841		152730.725937861		1.4677888203		0.1594187222		-96699.1446210432		545052.048720725		-96699.1446210432		545052.048720725

		DLH		-21.4924020463		19.6425017014		-1.094178449		0.2883033227		-62.7597987333		19.7749946406		-62.7597987333		19.7749946406

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		60425.8408589192		5976.1591410808

		2		59157.7891381862		-2214.7891381862

		3		56191.8376557939		4145.1623442061

		4		59566.1447770663		-9470.1447770663

		5		59845.5460036685		4395.4539963315

		6		57287.9501601563		3558.0498398437

		7		59007.342323862		-15888.342323862

		8		53053.946957031		10358.053042969

		9		56686.1629028593		2596.8370971407

		10		57997.1994276849		2072.8005723151

		11		57158.9957478783		-3813.9957478783

		12		55633.0352025895		9393.9647974105

		13		53526.77980205		4693.22019795

		14		57610.3361908511		7795.6638091489

		15		53225.8861734015		-17957.8861734015

		16		57223.4729540173		-10829.4729540173

		17		57309.4425622026		14567.5574377974

		18		60081.962426178		1821.037573822

		19		55482.5883882653		-5473.5883882653

		20		55052.7403473388		-5725.7403473388
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Sheet6

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.2497289622

		R Square		0.0623645546

		Adjusted R Square		0.0102736965

		Standard Error		8.9872237545

		Observations		20

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		96.7002110976		96.7002110976		1.1972264783		0.2883033227

		Residual		18		1453.8634346524		80.770190814

		Total		19		1550.56364575

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		224.1764520498		152.7307259379		1.4677888203		0.1594187222		-96.6991446211		545.0520487207		-96.6991446211		545.0520487207

		DLH		-0.021492402		0.0196425017		-1.094178449		0.2883033227		-0.0627597987		0.0197749946		-0.0627597987		0.0197749946

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		60.4258408589		5.9761591411

		2		59.1577891382		-2.2147891382

		3		56.1918376558		4.1451623442

		4		59.5661447771		-9.4701447771

		5		59.8455460037		4.3954539963

		6		57.2879501602		3.5580498398

		7		59.0073423239		-15.8883423239

		8		53.053946957		10.358053043

		9		56.6861629029		2.5968370971

		10		57.9971994277		2.0728005723

		11		57.1589957479		-3.8139957479

		12		55.6330352026		9.3939647974

		13		53.5267798021		4.6932201979

		14		57.6103361909		7.7956638091

		15		53.2258861734		-17.9578861734

		16		57.223472954		-10.829472954

		17		57.3094425622		14.5675574378

		18		60.0819624262		1.8210375738

		19		55.4825883883		-5.4735883883

		20		55.0527403473		-5.7257403473
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Sheet7

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.0770970132

		R Square		0.0059439494

		Adjusted R Square		-0.0372758788

		Standard Error		9.3085051148

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		11.9165887796		11.9165887796		0.1375282983		0.7141445025

		Residual		23		1992.9101518604		86.6482674722

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		9.4668709345		124.4294274946		0.076082251		0.9400115953		-247.9346607831		266.868402652		-247.9346607831		266.868402652

		DLH		0.005960404		0.0160723605		0.3708480799		0.7141445025		-0.0272877615		0.0392085695		-0.0272877615		0.0392085695

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		54.8791891263		11.5228108737

		2		55.2308529632		1.7121470368

		3		56.0533887173		4.2836112827

		4		55.1176052869		-5.0216052869

		5		55.0401200347		9.2008799653

		6		55.7494081125		5.0965918875

		7		55.2725757913		-12.1535757913

		8		56.9236077035		6.4883922965

		9		55.916299425		3.366700575

		10		55.55271478		4.51728522

		11		55.7851705366		-2.4401705366

		12		56.2083592217		8.8186407783

		13		56.7924788152		1.4275211848

		14		55.6600020523		9.7459979477

		15		56.8759244714		-21.6079244714

		16		55.7672893246		-9.3732893246

		17		55.7434477085		16.1335522915

		18		54.9745555905		6.9284444095

		19		56.2500820498		-6.2410820498

		20		56.3692901301		-7.0422901301

		21		54.6228917537		-9.9198917537

		22		54.5096440774		-8.9276440774

		23		54.5811689255		-10.7631689255

		24		55.1950905391		6.9269094609

		25		55.0818428628		-2.6788428628
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Sheet8

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.4711207529

		R Square		0.2219547638

		Adjusted R Square		0.1881267101

		Standard Error		8.2352526819

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		444.9808457314		444.9808457314		6.5612631897		0.017446907

		Residual		23		1559.8458949086		67.8193867352

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		21.8107416767		13.2960171807		1.6403966226		0.1145292557		-5.694128007		49.3156113605		-5.694128007		49.3156113605

		Boards		0.0139454396		0.0054442553		2.5614962795		0.017446907		0.0026831548		0.0252077243		0.0026831548		0.0252077243

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		63.4099879994		2.9920120006

		2		61.2763357408		-4.3333357408

		3		55.4610874282		4.8759125718

		4		52.7835630252		-2.6875630252

		5		59.4773740326		4.7636259674

		6		58.8498292506		1.9961707494

		7		56.6046134753		-13.4856134753

		8		51.4866371426		11.9253628574

		9		51.472691703		7.810308297

		10		51.472691703		8.597308297

		11		54.4151794583		-1.0701794583

		12		59.254246999		5.772753001

		13		58.0967755123		0.1232244877

		14		50.1060386223		15.2999613777

		15		51.5982006594		-16.3302006594

		16		50.3431110955		-3.9491110955

		17		60.6627363985		11.2142636015

		18		61.164772224		0.738227776

		19		52.1839091225		-2.1749091225

		20		53.104308136		-3.777308136

		21		52.4209815957		-7.7179815957

		22		54.8614335254		-9.2794335254

		23		49.9247479075		-6.1067479075

		24		56.8835222672		5.2384777328

		25		62.8382249758		-10.4352249758
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Sheet9

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.0770970132

		R Square		0.0059439494

		Adjusted R Square		-0.0372758788

		Standard Error		9.3085051148

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		11.9165887796		11.9165887796		0.1375282983		0.7141445025

		Residual		23		1992.9101518604		86.6482674722

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		9.4668709345		124.4294274946		0.076082251		0.9400115953		-247.9346607831		266.868402652		-247.9346607831		266.868402652

		DLH		0.005960404		0.0160723605		0.3708480799		0.7141445025		-0.0272877615		0.0392085695		-0.0272877615		0.0392085695

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		54.8791891263		11.5228108737

		2		55.2308529632		1.7121470368

		3		56.0533887173		4.2836112827

		4		55.1176052869		-5.0216052869

		5		55.0401200347		9.2008799653

		6		55.7494081125		5.0965918875

		7		55.2725757913		-12.1535757913

		8		56.9236077035		6.4883922965

		9		55.916299425		3.366700575

		10		55.55271478		4.51728522

		11		55.7851705366		-2.4401705366

		12		56.2083592217		8.8186407783

		13		56.7924788152		1.4275211848

		14		55.6600020523		9.7459979477

		15		56.8759244714		-21.6079244714

		16		55.7672893246		-9.3732893246

		17		55.7434477085		16.1335522915

		18		54.9745555905		6.9284444095

		19		56.2500820498		-6.2410820498

		20		56.3692901301		-7.0422901301

		21		54.6228917537		-9.9198917537

		22		54.5096440774		-8.9276440774

		23		54.5811689255		-10.7631689255

		24		55.1950905391		6.9269094609

		25		55.0818428628		-2.6788428628





Sheet9

		7619		7619

		7678		7678

		7816		7816

		7659		7659

		7646		7646

		7765		7765

		7685		7685

		7962		7962

		7793		7793

		7732		7732

		7771		7771

		7842		7842

		7940		7940

		7750		7750

		7954		7954

		7768		7768

		7764		7764

		7635		7635

		7849		7849

		7869		7869

		7576		7576

		7557		7557

		7569		7569

		7672		7672

		7653		7653



Cost

Predicted Cost

DLH

Cost

DLH Line Fit  Plot

66.402

0

56.943

0

60.337

0

50.096

0

64.241

0

60.846

0

43.119

0

63.412

0

59.283

0

60.07

0

53.345

0

65.027

0

58.22

0

65.406

0

35.268

0

46.394

0

71.877

0

61.903

0

50.009

0

49.327

0

44.703

0

45.582

0

43.818

0

62.122

0

52.403

0



Sheet10

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.9241550835

		R Square		0.8540626184

		Adjusted R Square		0.8477175148

		Standard Error		3.5666277165

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		1712.2475754656		1712.2475754656		134.6018408803		0

		Residual		23		292.5791651744		12.7208332685

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		6.5727742564		4.2861304701		1.5334984089		0.1387946823		-2.2937500889		15.4392986017		-2.2937500889		15.4392986017

		Cycle		0.3304828626		0.0284854736		11.601803346		0		0.2715562511		0.3894094741		0.2715562511		0.3894094741

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		68.1879991584		-1.7859991584

		2		52.5561597577		4.3868402423

		3		56.5186492802		3.8183507198

		4		52.2785541531		-2.1825541531

		5		58.9972707496		5.2437292504

		6		55.7188807527		5.1271192473

		7		41.5543852619		1.5646147381

		8		64.083402005		-0.671402005

		9		57.8967628172		1.3862371828

		10		60.1770945691		-0.1070945691

		11		53.8219091214		-0.4769091214

		12		64.7641967019		0.2628032981

		13		56.2079953894		2.0120046106

		14		70.7062785713		-5.3002785713

		15		39.7896067757		-4.5216067757

		16		52.0042533772		-5.6102533772

		17		71.8233106469		0.0536893531

		18		60.999996897		0.903003103

		19		53.4848166016		-3.4758166016

		20		47.3444450146		1.9825549854

		21		48.957201384		-4.254201384

		22		41.6568349494		3.9251650506

		23		50.0015272298		-6.1835272298

		24		57.7579600149		4.3640399851

		25		52.8635088199		-0.4605088199
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Sheet4

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.9775948218

		R Square		0.9556916356

		Adjusted R Square		0.9501530901

		Standard Error		15.5467722586

		Observations		10

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		41706.3829787234		41706.3829787234		172.5528169014		0.0000010731

		Residual		8		1933.6170212766		241.7021276596

		Total		9		43640

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		24.4255319149		15.2461618262		1.6020774404		0.1478061285		-10.7322030381		59.5832668678		-10.7322030381		59.5832668678

		Batch Size		10.5319148936		0.8017635609		13.1359360877		0.0000010731		8.6830436111		12.3807861762		8.6830436111		12.3807861762

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		182.4042553191		-2.4042553191

		2		150.8085106383		-10.8085106383

		3		235.0638297872		-5.0638297872

		4		203.4680851064		-13.4680851064

		5		150.8085106383		9.1914893617

		6		287.7234042553		12.2765957447

		7		256.1276595745		13.8723404255

		8		119.2127659574		-9.2127659574

		9		214		26

		10		340.3829787234		-20.3829787234
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Sheet5

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.2497289622

		R Square		0.0623645546

		Adjusted R Square		0.0102736965

		Standard Error		8987.2237545318

		Observations		20

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		96700211.0976164		96700211.0976164		1.1972264783		0.2883033227

		Residual		18		1453863434.65238		80770190.8140213

		Total		19		1550563645.75

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		224176.452049841		152730.725937861		1.4677888203		0.1594187222		-96699.1446210432		545052.048720725		-96699.1446210432		545052.048720725

		DLH		-21.4924020463		19.6425017014		-1.094178449		0.2883033227		-62.7597987333		19.7749946406		-62.7597987333		19.7749946406

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		60425.8408589192		5976.1591410808

		2		59157.7891381862		-2214.7891381862

		3		56191.8376557939		4145.1623442061

		4		59566.1447770663		-9470.1447770663

		5		59845.5460036685		4395.4539963315

		6		57287.9501601563		3558.0498398437

		7		59007.342323862		-15888.342323862

		8		53053.946957031		10358.053042969

		9		56686.1629028593		2596.8370971407

		10		57997.1994276849		2072.8005723151

		11		57158.9957478783		-3813.9957478783

		12		55633.0352025895		9393.9647974105

		13		53526.77980205		4693.22019795

		14		57610.3361908511		7795.6638091489

		15		53225.8861734015		-17957.8861734015

		16		57223.4729540173		-10829.4729540173

		17		57309.4425622026		14567.5574377974

		18		60081.962426178		1821.037573822

		19		55482.5883882653		-5473.5883882653

		20		55052.7403473388		-5725.7403473388
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Sheet6

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.2497289622

		R Square		0.0623645546

		Adjusted R Square		0.0102736965

		Standard Error		8.9872237545

		Observations		20

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		96.7002110976		96.7002110976		1.1972264783		0.2883033227

		Residual		18		1453.8634346524		80.770190814

		Total		19		1550.56364575

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		224.1764520498		152.7307259379		1.4677888203		0.1594187222		-96.6991446211		545.0520487207		-96.6991446211		545.0520487207

		DLH		-0.021492402		0.0196425017		-1.094178449		0.2883033227		-0.0627597987		0.0197749946		-0.0627597987		0.0197749946

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		60.4258408589		5.9761591411

		2		59.1577891382		-2.2147891382

		3		56.1918376558		4.1451623442

		4		59.5661447771		-9.4701447771

		5		59.8455460037		4.3954539963

		6		57.2879501602		3.5580498398

		7		59.0073423239		-15.8883423239

		8		53.053946957		10.358053043

		9		56.6861629029		2.5968370971

		10		57.9971994277		2.0728005723

		11		57.1589957479		-3.8139957479

		12		55.6330352026		9.3939647974

		13		53.5267798021		4.6932201979

		14		57.6103361909		7.7956638091

		15		53.2258861734		-17.9578861734

		16		57.223472954		-10.829472954

		17		57.3094425622		14.5675574378

		18		60.0819624262		1.8210375738

		19		55.4825883883		-5.4735883883

		20		55.0527403473		-5.7257403473
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Sheet7

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.0770970132

		R Square		0.0059439494

		Adjusted R Square		-0.0372758788

		Standard Error		9.3085051148

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		11.9165887796		11.9165887796		0.1375282983		0.7141445025

		Residual		23		1992.9101518604		86.6482674722

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		9.4668709345		124.4294274946		0.076082251		0.9400115953		-247.9346607831		266.868402652		-247.9346607831		266.868402652

		DLH		0.005960404		0.0160723605		0.3708480799		0.7141445025		-0.0272877615		0.0392085695		-0.0272877615		0.0392085695

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		54.8791891263		11.5228108737

		2		55.2308529632		1.7121470368

		3		56.0533887173		4.2836112827

		4		55.1176052869		-5.0216052869

		5		55.0401200347		9.2008799653

		6		55.7494081125		5.0965918875

		7		55.2725757913		-12.1535757913

		8		56.9236077035		6.4883922965

		9		55.916299425		3.366700575

		10		55.55271478		4.51728522

		11		55.7851705366		-2.4401705366

		12		56.2083592217		8.8186407783

		13		56.7924788152		1.4275211848

		14		55.6600020523		9.7459979477

		15		56.8759244714		-21.6079244714

		16		55.7672893246		-9.3732893246

		17		55.7434477085		16.1335522915

		18		54.9745555905		6.9284444095

		19		56.2500820498		-6.2410820498

		20		56.3692901301		-7.0422901301

		21		54.6228917537		-9.9198917537

		22		54.5096440774		-8.9276440774

		23		54.5811689255		-10.7631689255

		24		55.1950905391		6.9269094609

		25		55.0818428628		-2.6788428628





Sheet7

		7619		7619

		7678		7678

		7816		7816

		7659		7659

		7646		7646

		7765		7765

		7685		7685

		7962		7962

		7793		7793

		7732		7732

		7771		7771

		7842		7842

		7940		7940

		7750		7750

		7954		7954

		7768		7768

		7764		7764

		7635		7635

		7849		7849

		7869		7869

		7576		7576

		7557		7557

		7569		7569

		7672		7672

		7653		7653



Cost

Predicted Cost

DLH

Cost

DLH Line Fit  Plot

66.402

0

56.943

0

60.337

0

50.096

0

64.241

0

60.846

0

43.119

0

63.412

0

59.283

0

60.07

0

53.345

0

65.027

0

58.22

0

65.406

0

35.268

0

46.394

0

71.877

0

61.903

0

50.009

0

49.327

0

44.703

0

45.582

0

43.818

0

62.122

0

52.403

0



Sheet8

		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.4711207529

		R Square		0.2219547638

		Adjusted R Square		0.1881267101

		Standard Error		8.2352526819

		Observations		25

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		444.9808457314		444.9808457314		6.5612631897		0.017446907

		Residual		23		1559.8458949086		67.8193867352

		Total		24		2004.82674064

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		21.8107416767		13.2960171807		1.6403966226		0.1145292557		-5.694128007		49.3156113605		-5.694128007		49.3156113605

		Boards		0.0139454396		0.0054442553		2.5614962795		0.017446907		0.0026831548		0.0252077243		0.0026831548		0.0252077243

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		63.4099879994		2.9920120006

		2		61.2763357408		-4.3333357408

		3		55.4610874282		4.8759125718

		4		52.7835630252		-2.6875630252

		5		59.4773740326		4.7636259674

		6		58.8498292506		1.9961707494

		7		56.6046134753		-13.4856134753

		8		51.4866371426		11.9253628574

		9		51.472691703		7.810308297

		10		51.472691703		8.597308297

		11		54.4151794583		-1.0701794583

		12		59.254246999		5.772753001

		13		58.0967755123		0.1232244877

		14		50.1060386223		15.2999613777

		15		51.5982006594		-16.3302006594

		16		50.3431110955		-3.9491110955

		17		60.6627363985		11.2142636015

		18		61.164772224		0.738227776

		19		52.1839091225		-2.1749091225

		20		53.104308136		-3.777308136

		21		52.4209815957		-7.7179815957

		22		54.8614335254		-9.2794335254

		23		49.9247479075		-6.1067479075

		24		56.8835222672		5.2384777328

		25		62.8382249758		-10.4352249758
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		SUMMARY OUTPUT

		Regression Statistics

		Multiple R		0.9775948218

		R Square		0.9556916356

		Adjusted R Square		0.9501530901

		Standard Error		15.5467722586

		Observations		10

		ANOVA

				df		SS		MS		F		Significance F

		Regression		1		41706.3829787234		41706.3829787234		172.5528169014		0.0000010731

		Residual		8		1933.6170212766		241.7021276596

		Total		9		43640

				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%		Lower 95.0%		Upper 95.0%

		Intercept		24.4255319149		15.2461618262		1.6020774404		0.1478061285		-10.7322030381		59.5832668678		-10.7322030381		59.5832668678

		Batch Size		10.5319148936		0.8017635609		13.1359360877		0.0000010731		8.6830436111		12.3807861762		8.6830436111		12.3807861762

		RESIDUAL OUTPUT

		Observation		Predicted Cost		Residuals

		1		182.4042553191		-2.4042553191

		2		150.8085106383		-10.8085106383

		3		235.0638297872		-5.0638297872

		4		203.4680851064		-13.4680851064

		5		150.8085106383		9.1914893617

		6		287.7234042553		12.2765957447

		7		256.1276595745		13.8723404255

		8		119.2127659574		-9.2127659574

		9		214		26

		10		340.3829787234		-20.3829787234
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